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II. Technical Report  
Ground-motion prediction based on ambient seismic field measurements is an alternative 

approach to the traditional method using Ground Motion Prediction Equations (GMPEs). The 
reliability of the amplitude information extracted from ambient seismic noise interferometry is 
important for such applications. In this report, we introduce new methodologies for estimating 
the uncertainty and bias in stacked seismic noise cross-correlations by summarizing results from 
two recent papers under review.  
A. Uncertainty (random error) of amplitude information derived from the ambient seismic 
noise data and effect of non-diffuse noise 

 
Figure 1. a) Bootstrap uncertainties of stacked cross-correlation (top) and envelope (bottom). Each time 
point corresponds to a histogram of 2000 bootstrap values with color scale showing the density. b) The 
comparison between the real (blue) / imaginary (red) parts of the bootstrap cross-correlation uncertainty 
and the predicted uncertainty under the diffuse-field assumption (top). The bootstrap SNR of the stacked 
cross-correlation envelope. 
 

The uncertainty information contained in the stacked noise cross-correlation amplitude is 
directly related to the aleatory variability (Anderson & Brune, 1999) in ground motion prediction 
based on the Virtual Earthquake Approach (VEA, e.g. Denolle et al., 2013). We introduce a new 
approach for estimating the random error for every time point in the stacked cross-correlation in 
time domain.  

In our theoretical framework, we derive the analytical form of the time domain uncertainty 
assuming that the ambient seismic field is fully diffuse.  To validate our predictions, we 
bootstrap all the selected noise time windows and estimate the bootstrap uncertainty for stacked 
noise cross-correlation in time domain (Fig. 1a). For ground motion prediction applications, we 
measure the amplitude from the peak of the waveform envelope with associated uncertainty. We 
compare the bootstrap uncertainty with the theory predicted uncertainty and find ~30 % 
discrepancies between them around peak ballistic arrival for narrowband filtered cross-
correlation at 0.15 Hz, which corresponds to the secondary ocean microseism peak. 
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Figure 2. a) Discrepancy between the bootstrap and theory-predicted uncertainties of stacked cross-
correlation envelope for CHF-IPT (top) with ballistic signal (blue) and coda noise (yellow) windows. The 
stacked cross-correlation and its envelope for CHF-IPT (bottom). b) Beamforming result of the noise data 
between days 100-110 of year 2014. c & d) For virtual source OLI, the maps of misfit between bootstrap 
and theory-predicted uncertainties for signal and noise windows, respectively, with the same color scale. e 
& f) For virtual source CHF, the maps of misfit between bootstrap and theory-predicted uncertainties for 
signal and noise windows, respectively, with the same color scale. 
 

The discrepancy between the bootstrap and theory-predicted uncertainties suggests that the 
assumption of diffuse seismic noise field does not hold for some pairs of stations. A larger 
discrepancy between those two uncertainty metrics suggests a greater presence of non-diffuse 
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wave component in the noise cross-correlation. We compute this discrepancy for all possible 
station pairs of 154 stations in Southern California to investigate the spatial variability of this 
discrepancy. We process the noise waveform data between the days 100-110 of the year 2014 for 
cross-correlation. We calculate the bootstrap and estimate the predicted uncertainties for 
predefined ballistic signals and coda noise windows (Fig. 2a), respectively. The ballistic signal 
window is defined with a length of 40 s centered around the expected Rayleigh wave group 
arrival time based on 1D SCEC velocity model. The coda noise window starts 10 s after the 
signal window and ends at ±180 s.  

We perform beamforming based on matched field processing (Porter & Tolstoy, 1994) for a 
subset of 27 stations centered at the Los Angeles basin using the noise data in the same time 
range. The beamforming result (Fig. 2b) shows a strong source coming from the azimuth angles 
195°-210° with apparent velocity of ~2.6 km/s.   

For the virtual source station OLI in the Los Angeles basin, we compute the misfit between 
bootstrap and theory-predicted uncertainties for its cross-correlations with all other stations. For 
a specific time window W, the Root Mean-Square (RMS) relative misfit of uncertainties is 
defined as, 
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where bt is the bootstrap envelope uncertainty and σt is the theory-predicted uncertainty at time 
index t.  N is the number of discrete time points in the time window. For the signal window, the 
colored map shows that the misfit of uncertainties (Fig. 2c) decreases with distance from the 
virtual source OLI, and the pattern of large misfit values is stretched according to the direction of 
strongest source in Fig. 2b. For the noise window, the misfit of uncertainties decreases rapidly to 
the background level of ~0.1 as the interstation distance increases. The pattern of strong misfit 
values is also stretched slightly in the direction of the strongest noise source.  

 
Figure 3. Statistics of relative misfit between bootstrap and theory-predicted uncertainties for a) ballistic 
signal and b) coda noise windows from all 11781 station pairs. The two panels are scatter plots of the 
misfit value as a function of distance and back-azimuth. 
 

For the virtual source station CHF in the mountains north of the basin, the peak misfit of 
uncertainties in the signal window (Fig. 2e) is smaller than the coastal virtual source OLI, 
suggesting less non-diffuse noise that may be related to larger distance from the coast. The 
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pattern of large misfit of uncertainty values is also elongated in the SW-NE direction parallel 
with the strongest source, but this pattern also extends further in SE-NW direction than that of 
virtual source OLI. The misfit of uncertainties measured from the noise window (Fig. 2f) shows 
much smaller misfit values than those of the signal window, but the pattern of large misfit values 
stretches in a direction different from the direction of the dominant source. 

We compute the statistics of relative misfit between bootstrap and theory-predicted 
uncertainties for all 11781 pairs of stations in Southern California. For the signal window, the 
scatter plot of misfit measurements (Fig. 3a) shows a consistent linear stretched pattern of high 
misfit values around 200°, coinciding with the back azimuth of the strongest source. This pattern 
spans a broad azimuth range for distances below 70 km, and it shrinks in azimuth range as 
distance increases, which is probably due to wider stationary phase zone for shorter interstation 
distances. In addition, because of the relatively strong noise energy coming from the west coast, 
the significant misfit values (>0.3) for station pairs with back azimuth between 230° and 350° 
extend to a distance range of 100 km, which contrasts with the station pairs with back azimuth 
between 0° and 150° where the significant misfit values are distributed within 50 km distance 
range. For the coda noise window, the scattered misfit figure (Fig. 3b) shows much smaller 
misfit values compared with the ballistic case. The source-related significant misfit values 
(>0.15) at 210° and its opposite direction at 30° have similar patterns, indicating some degree of 
symmetry for the scattered non-diffuse wave in the coda. The misfit values decay rapidly as 
distance increases and are more scattered. 

   The implications of our findings are broader than anticipated. First, for ground motion 
prediction applications, the bootstrap uncertainty is capable of capturing the true epistemic 
uncertainty of the amplitude information extracted from seismic noise interferometry despite the 
significant presence of non-diffuse ambient noise field components. Second, combining our 
method for estimating the discrepancy between bootstrap and theory-predicted uncertainties, we 
are able to identify the station pairs that are affected by the strongest noise source, thus enabling 
us to correct for these biases due to the non-diffuse source effect. Third, the statistical results 
suggest that the coda wave is more diffuse than the ballistic wave, but they both contain some 
non-diffuse waves depending the inter-station distance and orientation with respect to the non-
diffuse source. Fourth, the spatial variation of misfit between two metrics of uncertainties is 
related to the scattering property of the Earth, which we are not able to invert for currently, but 
could be an interesting topic for future. Finally, the time domain uncertainty values (new 
observables) from two different metrics are robust and converge faster than the stacked noise 
cross-correlation. Therefore, it’s possible to derive new information with only several days of 
data even if the ballistic wave doesn’t emerge from the stacked cross-correlation.  
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B. Reducing the effect of non-diffuse noise through blind signal separation 

 
Figure 4. a) ZZ and RR components of noise cross-correlation for CHF-SBB2. b) Top: the Rayleigh 
component primarily due to sources wthin the stationary phase zone. Bottom: the separated non-diffuse 
component. c) FTAN analysis of the ZZ component. d) FTAN analysis of the estimated Rayleigh 
component with suppressed non-diffuse component.  

 
In seismic interferometry, a strong localized source (e.g. ocean storm) outside the stationary 

phase zone of two stations does not cancel out with the weak neighboring sources, thereby 
creating bias on the stacked noise cross-correlation. We estimate and separate the strongest non-
diffuse noise component by combining the vertical-vertical (ZZ) and radial-radial (RR) noise 
cross-correlation components (Fig. 4a). We apply an unsupervised learning technique – Blind 
Signal Separation (BSS), to estimate and suppress the non-diffuse signal from the stacked cross-
correlation (Fig. 4b), assuming that the non-diffuse component is independent from the noise 
source contributions within the stationary phase zone. The Frequency-Time Analysis (FTAN) of 
the ZZ component shows precursors of the main Rayleigh wave arrive between 0.45-0.6 Hz that 
are related to non-diffuse noise. For the estimated Rayleigh component, its FTAN contains 
suppressed non-diffuse wave and better Rayleigh wave estimation. 
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